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RESEARCH INTERESTS           ______________________________________________________
I am passionate about biologically inspired neural networks, machine learning, and their applications in cognitive science and artificial intelligence. My research focuses on integrating brain-inspired models with advanced AI systems, while enhancing the safety, interpretability, and robustness of large models to address complex real-world challenges.
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AWARDS AND HONORS             ______________________________________________________
· National Scholarship (Undergraduate) (2019, 2020)
· Awarded by the Chinese Government for outstanding performance in academics, extracurriculars, and leadership (top 1%).
· National Scholarship (Doctoral Student) (2024)
· Granted for exceptional research contributions and academic excellence (top 1%).

· National Second Prize, National Undergraduate Electronic Design Competition (2019)
· Recognized for excellence in electronic design among national competitors.
· Runner-Up, International Aerial Robotics Competition (Asia-Pacific Region) (2019)
· Achieved second place in an international robotics competition, showcasing innovation in aerial robotics.
